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Abstract 

 

The C-Test is a gap-filling test belonging to the family of the reduced redundancy tests which 

is used as an overall measure of general language proficiency in a second or a native 

language.  There is no consensus on the construct underlying the C-Test and many 

researchers are still puzzled by what is actually activated when examinees take a C-Test. The 

purpose of the present study is to cast light on this issue by examining the factors that 

contribute to C-Test item difficulty. A number of factors were selected and entered into 

regression model to predict item difficulty. Linear logistic test model was also used to 

support the results of regression analysis. Findings showed that the selected factors only 

explained 12 per cent of the variance in item difficulty estimates. Implications of the study 

for C-Test validity and application are discussed. 

 Keywords: C-Test, Validation, Construct identification, LLTM 

 

Introduction  

The C-Test is a text completion test and is based on the reduced redundancy principle. The 

noise test and oral cloze procedures are other kinds of reduced redundancy tests. These tests 

were developed on the basis of the assumption that natural languages are „redundant‟. “This 

means that in natural communication messages contain elements which are not necessary” 

(Baghaei, 2011, p.7). According to information theory principles, redundancy can be reduced by 

eliminating words from a text and asking the learner to fill in the gap. 

The C-Test is a variation of the cloze test and thus has the same basic theoretical assumptions as 

the cloze test (Grotjahn & Stemmer, 2002). The difference is that in C- Test parts of words are 

omitted not the whole words.  Cloze test is an appropriate instrument for measuring general 

language proficiency as Oller (1976) concluded. The C-Test is based on the reduced redundancy 

principle (Spolsky, 1969), i.e., the assumption that natural languages are redundant, so advanced 

learners can be distinguished from  beginners by their ability to deal with reduced redundancy 

(Beinborn, Zesch, & Gurevych, 2014). 

     Raatz and Klein-Braley (1981) suggested C-Tests because of several problems of cloze tests. 

These problems were: 

 (1) cloze tests should be long in order to have sufficient number of items; (2) cloze tests usually 

contain one longer text because of deletion principles. Therefore, it makes the test specific and 

also biased; (3) validity and reliability of cloze tests will be affected by some factors such as 

“text”, “deletion rate” and “starting point of deletion”; (4) most of cloze tests are less reliable 
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than what they are assumed to be; (5) scoring in cloze test is based on two methods: exact 

method that gaps should be filled by exact words and acceptable method that gaps can be filled 

by any appropriate words; so, it is more subjective and consumes much more time; (6) the 

difficulty of deleted words depends on the grammatical structures and content of words 

(Alderson, 1979, 1983; Klein-Braley, 1981). 

     A frequent question about C-Tests is that how behaviors of testees could be measured while 

filling the gaps (Klein-Braley, 2002).  Many investigations have focused on mental processes 

while working on a C-test (Fledmann & Stemmer, 1987; Grotjahn & Stemmer, 1985). To 

identify test-taking processes, three possible approaches are suggested: statistical item analysis, 

text linguistic item analysis and analysis of individual performance (Fledmann et al, 1986; 

Grotjahn, 1986, as cited in Klein-Braley, 2002). 

     All of the above mentioned approaches seek for mental processes which examinees 

undertake while answering the test items. The mental processes which are taped by the test 

should be in line with the construct of the test; therefore, to validate a given test, these mental 

processes could be investigated.  

     Construct identification is concerned with factors that are involved in the test content and the 

methods that are used for subjects‟ scores (Sigott, 2004). So, it reveals validity of the test by 

studying characteristics which affect test difficulty. Test difficulty should be measured by 

learners‟ ability to answer any item that can be easy or difficult based on test content and 

method features that any particular test has. In other words, item difficulty is the proportion of 

wrong responses for every item of a given test (Farhady, Jafarpur, & Birjandi, 1994).  

     We are going to investigate the validity of the C-Test as a test of general language 

proficiency through analyzing difficulty of the items in the framework of construct 

identification.   

 

Cloze tests belong to the family of reduced redundancy tests and were proposed as a 

measure of text difficulty by Taylor (1953). In cloze tests, every 7
th

 word or higher is deleted 

from a text (Brown, 1989). In these tests, a reading passage should have a familiar topic for a 

learner to engage with a text and must not be very difficult (Brown, Yamashiro, & Ogane, 2001; 

Douglas, 1998; Sasaki, 2002). The ambiguity of the gaps is the main problem in cloze tests, so 

it cannot be anticipated what the set of potential solutions are (Horsmann & Zesch, 2014). 

Hence, because of some criticisms toward cloze tests, C-Tests were developed as a replacement 

for cloze tests in 1981 by Raatz and Klein-Braley from both theoretical and psychometric 

viewpoint (Babaii & Moghaddam, 2006). Notably, “the letter C stands for cloze to call to mind 

the relationship between the two tests” (Baghaei, 2008a, p. 33).  

      The next is the oral cloze procedure. Despite a cloze test, written cloze passage is not given 

to testees in this procedure. When a mutilated passage records, it will presents acoustically. The 

blanks are numbered or there is a pause where a blank occurs. While listening to the material, 

students should guess the missing part. It can be said that the advantage of this cloze technique 

is that it can be used for non-literate subjects (Oller, 1979).    

 

Background to the Theoretical and Conceptual Views  

A C-Test includes several authentic texts, usually between four and six with twenty to twenty 

five gaps in each text. Each text usually is eighty to one hundred words in length with different 

content. Five minutes is allocated for each text, so a test with four texts would take twenty 
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minutes, the one with five texts would take twenty five and so on. In the literature 20 to 25 gaps 

in each passage are suggested (Raatz & Kelein-Braley, 2002), however, Baghaei (2011a, 2011b) 

demonstrate that C-Test with smaller number of gaps work as well as 25-gap C-Tests. In C-

Tests, the exact answer should be given, however in some occasions as Raatz and Kelein-Braley 

(2002) deduced, the alternative solution would be accepted. Numbers and proper names are 

usually left without any changing (Raatz & Kelein-Braley, 2002). Furthermore, content of texts 

should be neutral without any special vocabulary from the general knowledge domain. In other 

words, texts can be selected from newspapers, brochures, magazines, non-fictional books and so 

forth (Grotjahn & Stemmer, 2002). 

      In C-Tests, first and last sentences should remain without any deletion. Beginning at word 

two in sentence two, the second half of every second word is deleted (Raatz & Kelein-Braley, 

2002). 
 

 

       So, according to Raatz and Kelein-Braley (2002) a C-Test is a kind of reduced redundancy 

test, because it uses the cloze principles as mentioned earlier, which is derived from Information 

Theory. It means a redundant massage includes more information than is necessary for 

understanding the massage. Hence, when a massage is damaged, the other parts that are intact 

can help to find what the complete massage is. 

     However, Koberl and Sigott (1994) and Sigott and Koberl (1996) developed two other 

different variations of a German and an English C-Tests: 1) Deletion of two thirds of every 

second word; 2) Deletion of all but first letter of every second word.  

     Deleting the first halves of words was the most reliable test in German, but not in English. 

The larger “half” of words will be deleted in words with an odd number in letter. This technique 

is called “rule of two” in C-Tests texts (Klein-Braley & Raatz, 2002). It has to be noted that in 

this research we will work on the original C-Test principle on test difficulty.  

     Furthermore, a C-Test has its own rules for construction. These are as follow: 

1. Target population and the test format should be defined, 

2. Appropriate texts should be chosen more than needed and then the best ones would be 

selected,  

3. After selecting the best texts, they should be brought into C-Test format (rule of two),  

4. Analyzing the difficulty of the texts,  

5. It should be decided the satisfactory of each text by changing, adding or removing some 

damaged words, because some are so difficult or easy, 

6. Then good texts should be combined,  

7. Item analysis, reliability and validity of the test would be performed, 

8. Test should be improved if it is needed, 

9. The final form of the test should be administered to a sample of the target population, 

10. The test norms should be calculated (Klein-Braley & Raatz, 2002). 

 

C-Test Validation Studies 
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 Validating C-Tests has been researchers‟ concern for several decades of research on C-Tests. 

C-Tests have been developed and validated for different groups of learners whether L1 learners, 

L2 learners or foreign language learners (Baghaei, 2014). There is ample convincing evidence 

for the validity of C-Tests as measures of general language proficiency. For example, it is found 

that C-Tests have a high correlation with other language tests such as teacher ratings and 

students self-assessment or with composite scores of various language skills. Factorial structure 

and its fit to the Rasch model are another evidence of C-Test validity (Baghaei, 2008a, 2008b, 

2010, 2011; Eckes, 2006, 2011; Eckes & Baghaei, 2015; Eckes & Grotjahn, 2006; Raatz, 1984, 

1985). 

       Moreover, Borgards and Raatz (2002) examined German C-Tests‟ sensitivity to a 

construct-irrelevant attribute which is named coaching effect. In their study, there were control 

and experimental groups of 43 secondary level students which in pretest experimental group 

was exposed to 45 minutes of coaching for C-Test taking. The Posttest demonstrated that mean 

of both control and experimental groups similarly increased in comparison with the pretest. It 

means that coaching effect did not influence on C-Test scores. So, it can be found out C-Tests 

measure general language proficiency. 

     Also, Baghaei (2014) developed and validated a Persian C-Test. The result of his study 

showed that C-Tests can be used as a general language proficiency for ages 12-14 of Persian 

speakers. Hence, it can be used as measurement of general language proficiency in Persian as a 

second or foreign language. The validity of C-Tests was proved because the C-Test could fit the 

Rasch model. 

     Another study of C-test validity is the role of the text type or text genre in C-Tests. For 

example, Shohamy and Inbar (1991) found that in a listening comprehension test, test takers‟ 

performance depends on text genre. “When they constructed identical listening comprehension 

questions on the basis of texts which contained exactly the same information but only differed 

in their genre, examinees‟ performances were noticeably affected” (Baghaei & Grotjahn, 2014a, 

p.163; Baghaei & Grotjahn, 2014b). Based on Baghaei, Monshi Tousi and Boori‟s (2009) and 

Baghaei and Grotjahn‟s (2014a) research, the text type influences the construct of C-Tests, so 

they developed C-Tests from spoken discourse texts to tap test takers‟ oral abilities. 

       In addition, Baghaei and Grotjahn (2014a; 2014b) worked on the componential structure of 

an English C-Test which included two spoken-discourse passages and two written-discourse 

passages by using unidimensional and multidimensional Rasch models. Their C-Test fitted 

Adams, Wilson, and Wang‟s (1997) multidimensional partial credit model better than Masters‟ 

(1982) unidimensional partial credit model. Hence, it revealed two separate dimensions: spoken 

discourse and written-discourse C-Test passages. Note that the sample size of 99 is the 

limitation of their study and it can be considered as a pilot study. The result showed that 

different C-Test text types of C-Test can measure different constructs. For example, spoken 

discourse C-Test texts may be better in testing students‟ listening/speaking skills than written 

discourse texts. Moreover, if a C-Test includes both spoken and written discourse, it can be a 

better measurement for C-Test construct as a general language proficiency.  

     Furthermore, as Sigott (2004) stated, C-Tests can be multidimensional because of various 

interpretation of C-Test scores : “the same C-Test passage could well be  different tests for 

subjects at different levels of proficiency…without [the test user] knowing to what extent 

different aspects of the construct are reflected in the individual test scores” (p.203). 

 Construct Validity  

Construct validity is one of the most complicated aspects of test validation. Not only is 

construct validity based on analyzing the test scores, but it also analyzes test performance 
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(Sigott, 2004).  Messick (1975, p. 975) states: “A measure estimates how much of something an 

individual displays or process and also he defines validity as “an integrated evaluative judgment 

of the  degree to which empirical evidence and theoretical rationales support the adequacy and 

appropriateness of inferences and actions based on test scores or other modes of assessment” 

(1989, p. 13). He also writes that there was a shift from prediction to explanation in validity 

concept. It means that obvious interpretation of test scores is much more important than 

ambiguous prediction. Baghaei (2007) also has a similar idea toward importance of score 

meaning and its interpretation in construct validity.  

  Besides, Baghaei (2007) focused on another crucial aspect of construct validity that should be 

paid attention to, i.e., „construct irrelevant variance‟. In test scores, there are always some 

irrelevant sub-dimensions that are not our purpose to measure but they affect the construct. 

Baghaei indicated two reasons for „construct irrelevant variance‟; these are construct-irrelevant 

easiness‟ and „construct-irrelevant difficulty‟. Construct-irrelevant difficulty means inclusion of 

some tasks that make the construct difficult and results in „invalidly low scores‟ for some 

people. Construct-irrelevant easiness, on the other hand, is the easiness of the test because of 

inclusion of faulty items that give clues to individuals (in the case of multiple-choice items) 

who are familiar with the test format and can benefit from this (Baghaei, 2011).  

    

Construct Identification Studies  

 “Construct representation is concerned with identifying the theoretical mechanisms that 

underlie item responses, such as information processes, strategies, and knowledge stores” 

(Embretson, 1983, p 179). Also, it can be considered as „construct identification‟, and „construct 

specification‟ (Perkins & Linville, 1987; Stenner, Smith, & Burdick, 1983). When a person 

scores higher than another one, it indicates that he/she processes more of the construct in 

question or an item that score higher in difficulty presumably demands more in construct 

(Stenner et al., 1983). Stenner et al. (1983) believed the process reveals “something” that 

happens while examines provide responses to items and is called “construct definition”. Based 

upon some research such as Klein-Braley (1996), focus of construct identification is twofold: 

first one is investigating C-Test takers‟ psycholinguistic strategies; another one is predicting the 

difficulty of C-Test passages from text characteristics. The ability of responding to the item and 

method features affect the difficulty of the test, subtest or items.  

       According to Previous works, Klein-Braley (1984, 1985) used German C-Tests for 9 and 11 

year old L1 German speakers and English C-Test for L1 German-speaking English students at 

Duisburg University based on multiple regression equation. She listed text characteristics as 

follows: 

(1) number of words in text, number of different type of words,  

(2) number of sentences in the text, 

(3) type token ratio,  

(4) average sentence length in syllabus, 

(5) average number of word in sentence and average number of syllables  in word.  

     The type-token ratio and the average sentence length in syllables were the best predictors of 

scores for English students. For German students, the type token ratio and the average number 

of words in the sentences were the best predictors. These results are to predict the difficulty of 

C-Test passages for special groups and cannot be generalized for other groups. In our study we 
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will focus on using the theory of construct identification to predict factors that influence item 

difficulty of C-Tests. 

  Remarkably, Eckes (2011) focused on a Rasch model to compare different C-Tests by 

constructing a calibrated item bank for C-tests. “In a calibrated item bank the parameter 

estimates for all items in the bank have been placed on the same difficulty scale” (Szabó, 2008; 

Vale, 2006; Wright & Stone, 1999, as cited in Eckes, 2011). Besides, fit of data to latent trait 

model is evidence of existence of a construct underlying the responses and hence validity 

(Baghaei & Tabatabaee-Yazdi, 2016). 
 

The present study  

 C-Tests, like any other tests, consist of several items with different item difficulties, so we 

should find out the factors which make items easier or more difficult. To this end, various 

factors that affect test difficulties should be studied. The factors such as (1) the frequency of the 

mutilated word (Brown, 1989; Sigott, 1995) , (2) whether the words are content or function 

words, (3) the length of the mutilated word, (4) the length of the sentence where the gap is 

(Klein-Braley, 1984) , (5) the number of propositions in the sentence where the gap is, (6) the 

propositional density (of the sentence where the gap is) , (7) inflections (Beinborn et al., 2014) , 

(8) text difficulty (as measured by Lexile) (www.lexile.com) , (9) the frequency of the word 

before the mutilate word, (10) the frequency of the word after the mutilate word, (11) text 

difficulty (p-values of texts) (Beinborn et al, 2014),(12) dependency among items (Beinborn  et 

al, 2014), and (13) word class (noun, verb, adjective, adverb, pronoun, preposition, conjunction, 

and determiner) (Sigott, 1995).  

     We should bear in mind that the researcher predicted some factors that may affect item 

difficulty and some of them are found in C-Test literature. So, we are going to study the factors 

which affect the item difficulty in a C-Test.  

 

Method 

 

Participants and Setting 

The participants in the present study were 352 undergraduate EFL students at Islamic Azad 

University of Mashhad and Neyshabour, Ferdowsi, Khayyam, and Binalood universities. Both 

male (N=108) and female (N=244) students participated in this research with the age range of 

20 to 35 (M=20, SD=10.33). They were assured that their information would be confidential 

and they were appreciated for their cooperation.  
 

Instrumentation  

The instrument employed in this study was a C-Test with four texts. Each text had 25 gaps with 

different general knowledge content. In this C-Test the first and the last sentences remained 

without any deletions. Beginning at word two, in sentence two, the second half of every second 

word was deleted (Raatz & Kelein-Braley, 2002). The texts were selected from CAE (Norris & 

French, 2008) and FCE books (Norris, 2008). Furthermore, online Collin dictionary was used to 

get the Frequency of each word. 

Procedure 

 The test was given to 352 EFL students at Islamic Azad University of Mashhad and 

Neyshabour, Ferdowsi, Khayyam, and Binalood universities. They were informed that they 

http://www.lexile.com/
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should read the instructions carefully and fill in the 25 mutilated words in each text (in general, 

100 items) based on the available textual information in the passages. By computing the 

difficulty of individual gaps based on their answers, we could explore the factors that make an 

item more difficult or easier.    

     Based on the available literature, as mentioned earlier, 13 factors were selected for 

investigation. To compute item difficulty, participants had 20 minutes to answer all 100 items 

(gaps). Item difficulty was computed as the proportion of wrong answers. Furthermore, the 

participants were asked to write down their email addresses if they would like to be informed of 

the result of their tests. 

 

 Study Design and Analysis 

 In this study correlational analysis, multiple regression, one-way analysis of variance 

(AVONA), and linear logistic test modeling (LLTM) (Fischer, 1973) were used to analyze the 

data. First of all, dependent and independent variables were clarified. Item difficulty of C-Test 

items was considered as the dependent variable and the 13 word-level and text-level factors 

mentioned above were independent variables. The correlation coefficient between these 13 

factors and item difficulty were computed. Next, item difficulty was regressed on the 

independent variables. 

     At last, LLTM was used to cross check the results of regression analysis. LLTM is an 

extension of the Rasch (Rasch, 1960/1980) model which imposes linear constraints on item 

parameters (Baghaei & Kubinger, 2015).  It postulates that several basic parameters affect item 

difficulty. Therefore, the difficulty of each item is obtained from the sum of the difficulty of 

basic parameters. If the Rasch model based item parameters and the LLTM reconstructed item 

parameters are close, LLTM will have a good fit (Baghaei & Ravand, 2015; Baghaei & 

Kubinger, 2015).  For example, to solve a mathematics question that needs subtraction, 

addition, and division, LLTM considers these four operations as the basic operations which 

influence the difficulty of the item (question). The difficulty of this item should be recovered by 

the adding the difficulty of the three operations needed to solve the item.   

     Noteworthy, the difficulty of this item is calculated with the standard Rasch model, too, and 

then it is compared with the LLTM reconstructed item difficulty. If these two are close to each 

other, we will get that those three basic parameters (subtraction, addition, and division) 

influence the overall difficulty of the item. 

      SPSS software version 22 was employed for correlational analysis and regression, and eRm 

(Mair, Hatzinger, & Maier, 2014) package in R version 3.11 (R Core Development Team, 2015) 

was used for analyzing LLTM. 

 

Results 

Descriptive Statistics  

Table 1 displays minimum, maximum, means, and standard deviations of the 12 independent 

variables that are chosen as predictors of C-Test item difficulty in the present study.  

 

 

 

 

Table 1: Descriptive statistics for the predicators in the analysis 
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          N       Minimum      Maximum Mean        Std. Deviation 

1.Frequency 
       100 

3 
 

5 4.61 .601 

2.F.C 100 
0 1 .56 .499 

3.L.Word 100 
2 10 4.93 2.114 

4.L.Sentece 100 
5 74 29.48 23.808 

5.Proposition 100 
1 10 3.87 3.368 

6.P.Density 100 
.06 .50 .1346 .07455 

7.Inflection 100 
0 1 .18 .386 

8.Lexile 100 
700 1170 980.00 183.264 

9.Dependancy 100 
0 1 .20 .402 

10.Frequency before 
mutilated word 

100 
2 5 4.71 .556 

11.Frequency after 
mutilated word 

100 
3.00 5.00 4.8800 .38350 

12.p value 100 
9 13 11.25 1.486 

Valid N (listwise) 100     
 

      This section of result presents whether frequency of the mutilated words and C-Test item 

difficulty have any significant relationship or not. Correlational analysis showed that there was 

a negative correlation between the two variables, r= -.248, n=100, p < .05. That is, as the word 

becomes more frequent in the language difficulty decreases.  

 

Table 2: An example of word frequency and item difficulty for some words 

 

 

 

 

Table 3: An example of content/function words and item difficulty of some words 

 Dependent variable      Independent variable 

     Item Item difficulty             Word frequency 

1(students) .36  4 

2(selected) .29  5 

3(first) .11  5 

4( into) .50  5 

5(just) .14  5 
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   Content words are usually nouns, verbs, adjectives, and sometimes adverbs. They help us to 

focus on content story and tell the addressees where to focus their attention. Whereas, function 

words are the words we use to make our sentences grammatically correct. Pronouns, 

determiners, prepositions, and auxiliary verbs are examples of function words (Bell et al., 

2009). If we use them incorrectly, we will be poor speakers of English but our listeners can get 

the main idea of our speaking. Furthermore, function words do not give us main information, so 

we do not use them to attract others‟ attention or sometimes we ignore them while speaking.  

      In this section of result, content words were coded „1‟ and function words were coded „0‟.  

Correlational analysis revealed that there was a positive correlation between these two variables, 

r= .216, n= 100, p< .05. This means that content words are more difficult to reconstruct than 

function words and contribute more to C-Test item difficulty.  

 

Table 4: An example of length of each word and item difficulty of some words 

 

 

 

        

 

      

 

 

 

Table 4 illustrates the length of each word and its difficulty (for all 100 items the length of 

words were counted). There was a weak positive relationship between these two variables, r= 

.013, n= 100, p = .70. The researcher hypothesized that the length of word is a factor that may 

affect item difficulty. But the analysis showed that it has no effect on difficulty of C-Test items.  

  

 Dependent variable  Independent variable 

Item Item difficulty  Content /function 

1 (students) .36  1 

2(selected) .29  1 

3(first) .11  1 

4( into) .50  0 

5(just) .14  0 

  Dependent variable  Independent variable 

         Item     Item difficulty  Length of word   

1 (students)            .36  8 

2(selected)            .29  8 

  3(first)            .11  4 

  4( into)            .50  4 

   5(just)            .14  4 
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Table 5: An example of sentence length and item difficulty of some words 

 

      

We should count the number of all words in each sentence for any mutilated word. Correlational 

analysis showed that there was a low negative correlation between sentence length and item 

difficulty, r= -.012, n= 100, p= .91. So, this factor was not a good predictor for difficulty of 

items. Therefore, the fourth null hypothesis is accepted. 

 

Table 6: An example of number of propositions and item difficulty of some words 

 

       Number of proposition is another predictor that is chosen to predict item difficulty. It is 

based on the number of verbs in a given sentence. By performing correlational analysis, it is 

found out that there is no significant correlation between item difficulty and number of 

propositions, r =-.54, n=100, p = .61. The fifth null hypothesis is accepted too. 

 

 

 Dependent variable  Independent variable 

Item Item difficulty  Sentence length 

1 (students) .36  24 

2(selected) .29  24 

3(first) .11  24 

4( into) .50  24 

5(just) .14  24 

 Dependent variable  Independent variable 

Item Item difficulty  Number of propositions 

1 (students) .36  2 

2(selected) .29  2 

3(first) .11  2 

4( into) .50  2 

5(just) .14  2 
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Table 7: An example of propositional density and item difficulty of some words 

     

     For calculating the propositional density, as another predictor, sentence length and the 

number of propositions in each sentence are needed. Propositional density is computed by 

dividing the number of propositions in a sentence by the number of words in the sentence. We 

hypothesized that the higher the density the more difficult the item. However, there was no 

significant correlation between these two variables, r=-.024, n=100, p= .84. So, propositional 

density was not a good predictor and the sixth null hypothesis is accepted as well. 

 

Table 8: An example of inflections and item difficulty of some words 

 

    In grammar inflection is the modification of a word to show different grammatical categories 

such as number, gender, voice, tense, etc., inflected forms were coded „1‟ and otherwise „0‟. As 

Table 8 illustrates, the researcher selected seven types of inflections (ed, s (plural), s (3
rd

person), 

al (adjective), ly (adverb), er, est (superlative)). Correlational analysis revealed that inflections 

had no significant correlation with item difficulty, r =.13, n=100, p=.17.  So, the seventh null 

hypothesis is accepted. 

 

 

 

 Dependent variable  Independent variable 

      Item      Item difficulty 
 Sentence 

length 

Number of 

propositions 

Propositional 

density  

   1 (students) .36  24 2 2/24 

   2(selected) .29  24 2 2/24 

   3(first) .11  24 2 2/24 

   4( into) .50  24 2 2/24 

   5(just) .14  24 2 2/24 

 Dependent variable  Independent variable 

Item Item difficulty  Inflections 

1 students) .36  1 

2(selected) .29  0 

3(first) .11  0 

4( into) .50  0 

5(just) .14  0 
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Table 9: An example of text difficulty and item difficulty of some words in the four C-Test texts 

 

 

 

 

 

 Dependent variable  Independent variable 

Some items( text 1) Item difficulty ( text 1)  Text difficulty ( text 1) 

1 (students) .36  940 

2(selected) .29  940 

3(first) .11  940 

4( into) .50  940 

5(just) .14  940 

Some items( text 2) Item difficulty ( text 2)  Text difficulty ( text 2) 

1(severals) .79  1110 

2(down) .34  1110 

3(rebuilt) .77  1110 

4(only) .75  1110 

5(second) .23  1110 

Some items( text 3) Item difficulty ( text 3)  Text difficulty ( text 3) 

1(listen) .19  1170 

2(that) .40  1170 

3(any) .95  1170 

4(worry) .78  1170 

5(then) .47  1170 

Some items( text 4) Item difficulty ( text 4)  Text difficulty ( text 4) 

1(ever) .20  700 

2(maker) .90  700 

3(but) .47  700 

4(them) .37  700 

5(behaved) .86  700 
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     Text difficulty was computed according to Lexile framework (www.lexile.com). It was 

found that there was no significant correlation between these two variable, r= .12, n=100, p= 

0.28. Therefore, the eighth null hypothesis is accepted. 

 

Table 10: An example of dependency and item difficulty of some words 

  

      

 

 Dependency among items was identified by examining the relationship between item residuals 

after a Rasch model (Rasch 1960/1980) analysis. Residuals are unexplained variance in the data 

after the latent trait is factored out. Correlations among residuals indicate dependency beyond 

the effect of the latent trait. A Rasch analysis using Winsteps (Linacre, 2014) identified 12 

items with high residual correlations. These items were coded „1‟ and the rest „0‟. Correlational 

analysis showed no significant correlation between these two variables, r= .11, n=100, p=.25. 

 

Table 11: An example of frequency of the word before the mutilate word and C-Test item 

difficulty  

 

      

 

 Dependent variable  Independent variable 

Item Item difficulty  Dependency 

1 (students) .36        0 

2(selected) .29        0 

3(first) .11        0 

4( into) .50        0 

5(just) .14        0 

 Dependent variable  Independent variable 

Item Item difficulty 
 frequency of the word 

before the mutilated word 

1(school) .36  5 

2(were) .29  5 

3(the) .11  5 

4(trip) .50  4 

4(have) .14  5 

http://www.lexile.com/
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The researcher postulated that the frequency of words before the mutilated words may affect 

item difficulty. So, by using Collins online dictionary, the frequency of those words were found. 

Correlational analysis revealed that there was no significant correlation between item difficulty 

and the frequency of the word before the mutilate word (r= -.05, n=100, p=.62). Thus, the tenth 

null hypothesis is accepted. 

 

 

Table 12: An example of frequency of the words after the mutilated word and C-Test item 

difficulty  

 

 
 

     In the example above, the researcher predicted that frequency of words after the mutilated 

word may affect item difficulty. So, by using Collins online dictionary, the frequency of those 

words were found. Correlational analysis revealed that there was no significant correlation 

between item difficulty and frequency of the word after the mutilate word. The frequency of the 

word immediately after the mutilated word was not a good predictor of item difficulty either 

(r=.05, n=100, p=.65). Thus, the eleventh null hypothesis is accepted. 

 

 

 Dependent variable  Independent variable 

Item Item difficulty 
 frequency of the word after the 

mutilated word 

1(who) .36  5 

2(for) .29  5 

3(school) .11  5 

4(space) .50  5 

5(completed) .14  5 
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Table 13: An example of (text difficulty) p. value. And C-Test item difficulty of some words in 

the four C-Test texts 

       

 

 

 

 

 Dependent variable         Independent variable 

Some items( text 1) Item difficulty ( text 1)                     p ( text 1) 

1 (students) .36  13 

2(selected) .29  13 

3(first) .11  13 

4( into) .50  13 

5(just) .14  13 

Some items( text 2) Item difficulty ( text 2)  p ( text 2) 

1(severals) .79  9 

2(down) .34  9 

3(rebuilt) .77  9 

4(only) .75  9 

5(second) .23  9 

Some items ( text 3) Item difficulty ( text 3)  p ( text 3) 

1(listen) .19  11 

2(that) .40  11 

3(any) .95  11 

4(worry) .78  11 

5(then) .47  11 

Some items(text4) Item difficulty ( text 4)  p ( text 4) 

1(ever) .20  12 

2(maker) .90  12 

3(but) .47  12 

4(them) .37  12 

5(behaved) .86  12 
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Table 13 revealed that the p-value or difficulty of each passage was computed considering each 

passage as a super-item or testlet. This was considered another measure of difficulty for each 

passage alongside the Lexile estimates. The correlation between individual C-Test item 

difficulties and passage difficulties was r=-.24, n=100, p< .05. That is, as the text gets easier 

items get easier too. However, since this measure of text difficulty is based on the difficulty of 

individual C-Test items within a text a finding a correlation is obvious.  

 

Correlational Analysis  

In summary, Table 14 displays all coefficients of correlation between all the variables in this 

study. As it is shown in table below there are three significant correlations: 

 Frequency of mutilated word and item difficulty, r= -.24, n=100, p< .05. 

 Function/ content words and item difficulty, r= .21, n=100, p<.05. 

 Text difficulty as estimated using passage difficulty as measured by super item p-value 

and item difficulty, r= -.246, n=100, p< .05. 

 

 

 

Table 14: Correlational Analysis 

 

 Regression 

Standard multiple regression was used to estimate the contribution of the 11 independent 

variables in explaining C-Test item difficulty. The assumptions of multicollinearity and 

independence of residuals were first checked. Number of propositions was deleted because of 

high correlation with sentence length (r=.94).  

      The independent variables all together explained 8% of variance in item difficulties which 

was not statistically significant, (F (11, 86) = 1.79, p =.06, R
2
 = .18, R

2
 Adjusted = .08). Table 

15 shows the Beta weights for the independent variables, their statistical significance and part 

correlations. The square of part correlations show the unique contribution of each independent 

variable to explaining item difficulty.    

 

 

 

 
 1 2 3 4  5  6  7        8  9 10  11  12   13 

1.Difficulty - -.248* .216* .013 -.012 -.054 -.024 .130 .123 -.050 .052 -.246* .106 

2.Frequency      - -.573 -.524 -.056 -.022 .045 -.387 -.024 -.127 -.122 -.005 .040 

3.F.C   - .521 .060 -.004 -.131 .411 .016 .335 -.008 -.079 -.073 

4.L.Word       - -.115 -.141 -.073 .648 -.116 .210 .024 .058 -.070 

5.L.Sentece         - .937 -.108 -.234 .567 .114 .184 -.157 -.102 

6.Proposition       .089 -.257 .489 .152 .052 -.151 -.133 

7.P.Density         - -.081 .073 .123 .053 -.083 -.118 

8.Inflection           - -.285 .197 -.123 .030 -.044 

9.lexile            - .133 .175 -.569 -.107 

10.frequency before mutilated 
word 

            - -.021 -.060 -.059 

11.frequency after mutilated 
word 

             -  .028 .095 

12.  p value            - -.85 

13.Dependancy  
            

- 
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Table 15: Multiple Regression  

 

Independent variable        Beta        T          P     Part correlation 

 

 

  .300 .765  

Inflection .187 1.340 .184 .130 

Frequency -.216 -1.671 .098 -.162 

F.C .227 1.674 .098 .163 

Length of Word -.262 -1.800 .075 -.175 

Length of Sentence -.094 -.753 .454 -.073 

Propositional Density .014 .137 .892 .013 

Frequency before mutilated word -.144 -1.333 .186 -.130 

Frequency after mutilated word .033 .318 .752 .031 

Text difficulty 

(super-item p-value) 
.122 .998 .321 .097 

Dependency .115 1.130 .262 .110 

Text difficulty (Lexile) .142 .953 .343 .093 
    

      

As Table 15 shows word length has the strongest contribution to item difficulty. Next is 

function/content and third comes word frequency. Also, the useful piece of information that is 

displayed in Table 15 is part correlation. The square of part correlation tells how much of the 

total of variance in the dependent variable is explained by each variable. In this study, frequency 

of word, function content word, the length of word have part correlation co-efficient of .16, .16, 

and -.17, respectively. If we square them we get .025, .25, and .030, indicating that frequency 

and content/function word explain 2.5 percent of item difficulty and length of word explains 3 

percent of the variance of item difficulty. However, these three factors explain a few percentage 

of item difficulty but they are better predicators than the other factors. 

 

 

 

One-way Analysis of Variance (ANOVA) 

To answer the thirteenth research question, one-way analysis of variance (ANOVA) was run. 

As Table 16 displays, in this analysis there is one independent variable (word class) with eight 

levels. 
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Table 16: Mean Item Difficulties of Different Word Classes 

 

 

 

 

 

 

 

 

 

 

 

 

  

       

 Table 16 shows „verbs‟ and „adjectives‟ are more difficult to answer in C-Tests and 

„determiners‟ are easier. It can be said that word classes affect item difficulty in C-Test items. 

So, Hypothesis 13 that was „word classes‟ have no effect on item difficulty is rejected. 

      One-way ANOVA showed that there was not a statistically significant difference at the level 

of p<.05 in word class for eight groups: F (7, 92) = 1.21, p=.30. So, Robust Tests of Equality of 

Means was used and it became significant: p=.27.   

 

 

The Linear Logistic Test Model (LLTM) Analysis  

 

      The linear logistic test model (LLTM, Fischer, 1973) was also used to study the contribution 

of different factors to C-Test item difficulty Since LLTM is an extension of the Rasch model, 

the standard Rasch model (Rasch, 1960/1980) should fit the data first (Fischer, 1973; Baghaei & 

Kubinger, 2015; Baghaei & Ravand, 2015; Ghahramanlou, Zohoorian, & Baghaei, 2017; 

Hohensinn & Baghaei, 2017). Andersen‟s likelihood ratio test (Andersen, 1973) showed that the 

100 items do not fit the Rasch model, 𝜒 2=533.16, df=99, p=00. Graphical model check 

(Figure 1) revealed that 36 out of 100 items were misfitting.  

 

 

Figure 1: Graphical Model Check for the 100 C-Test Gaps 

 

 
N Mean 

Noun 21 .5138 

Verb 30 .6135 

Adj 12 .6139 

Adv 8 .5483 

Pronoun 6 .4425 

proposition 8 .4832 

conjunction 10 .5170 

determiner 5 .3707 

Total 100 .5449 
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   Figure 1 shows that after deleting the 36 misfitting items which fell far from 45 degree line, 

Rasch model was estimated again. Andersen‟s LR test showed that the 64 remaining items fit 

the Rasch model: 𝜒2 = 86.2, df = 63, p = 0.028. Graphical model check showed that the items 

are close to the 45 degree line (Figure 2). 

 

Figure 2: Graphical Model Check for 64 C-Test Gaps 

 

                  

 

 Each word and text characteristic was considered a cognitive operation and a Q-matrix was 

constructed. The operations are as follows: 

1. Frequency of mutilated word 

2. Function/content words 

3. Word length 

4. Sentence length 
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5. Number of proposition 

6. Propositional density 

7. Text difficulty (Lexile)  

8. Inflections 

9. Frequency of  word before the mutilate word 

10. Frequency of   word after  the mutilated word 

11.  Text difficulty (P-value or difficulty of each super-item or passage) 

 

     Based on the results of graphical model check the 36 misftting items were deleted and a Q-

Matrix for the 64 remaining items and the 11 basic parameters was developed. The 64 Rasch 

model fitting items and the Q-matrix were subjected to LLTM analysis using eRm (Mair, 

Hatzinger, & Maier, 2014) package in R version 3.11 (R Core Development Team, 2015). 

Table 20 shows the easiness parameters of the 11 operations, their standard errors, and their 

95% confidence intervals. 

 

 

Table 17: Easiness of the basic parameters, standard errors and 95% confidence intervals 

for 11 operations 

 
 Estimate Std. Error lower CI upper CI 

1. Frequency of mutilated word -0.592 0.049 0.688 -0.496 

2. Content / Function word -0.633 0.030 -0.692 -0.573 

3. Word length 0.194 0.032 0.133 0.256 

4. Sentence length 0.610 0.039 0.534 0.685 

5. Number of proposition -0.113 0.030 -0.172 -0.054 

 6. Propositional density -0.131 0.033 -0.196 -0.066 

 7. Inflection -0.252 0.039 -0.329 -0.175 

 8. Text difficulty (Lexile) -0.332 NaN NaN NaN 

 9. Frequency of word before the mutilate  

 Word 

-0.592 0.074 -0.738 -0.446 

10. Frequency of word after the mutilate       

word                     

0.825       0.107     0.616 1.035 

11.Text difficulty (P-value or difficulty of 

each super-item or passage)                                                        

0.332        NaN   NaN NaN 

   

  
      LLTM analysis revealed high errors for basic parameters 8, and 11, so they were omitted and 

LLTM was estimated again with 9 basic parameters (Table 17). 
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Table 18: Easiness of the basic parameters, standard errors and 95% confidence intervals for 9 

operations 
 Estimate 

Std. 

Error lower CI upper CI 

 1. Frequency of mutilated word (eta 1) -0.573 0.049 -0.668 -0.477 

 2. Content / Function word (eta 2) -0.689 0.029 -0.747 -0.632 

 3. Word length (eta 3) 0.118 0.029 0.061 0.176 

 4. Sentence length (eta 4) 0.652 0.038 0.578 0.727 

 5. Number of proposition (eta 5) -0.094 0.030 -0.152 -0.035 

 6. Propositional density (eta 6) -0.155 0.033 -0.220 -0.091 

 7. Inflection (eta 7) -0.648 0.029 -0.704 -0.592 

 8. Frequency of word before the mutilated word (eta 8) -0.566 0.074 -0.711 -0.420 

 9. Frequency of word after the mutilated word (eta 9) 0.834 0.107 0.625 1.044 

  

      LLTM imposes a linear constraint on the difficulty parameter. It means, we should be 

able to reconstruct Rasch model-based item parameters by adding the difficulty of the 

operations needed to solve each item.  

      Comparing the fit of LLTM and the Rasch model with the likelihood ratio test showed that 

the Rasch model fits significantly better than LLTM, 𝜒2=9856, df =54, p =0.00. The 

correlation between Rasch model-based items estimates and LLTM-reconstructed item 

estimates was .37; that is, we managed to explain 12% of the variance in item difficulties with 

the nine factors (Figure 3). 

 

Figure 3: RM Item Parameters vs. LLTM Item Parameters 
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Results and Discussions 

The purpose of this study was to establish whether 13 independent variables (1. The frequency 

of the mutilated word, 2. Whether there is content and function word, 3. The length of the 

mutilated word, 4. The length of the sentence where the gap is, 5. The number of propositional, 

6. The propositional density (of the sentence where the gap is), 7. Inflections (ed, 

s(plural),s(3
rd

person),al(adjective), ly (adverb),er, est (superlative)), 8. Text difficulty (lexile), 

9.Frequency of the word before mutilate word, 10. Frequency of the word after mutilate word, 

11. Text difficulty (p-values of texts), 12. Dependency, 13. Word classes (noun, verb, adjective, 

adverb, pronoun, preposition, conjunction, and determiner) have any significant effects on C-

Test item difficulty.  

     After collecting the data, correlational analysis, regression, ANOVA, and LLTM were 

conducted. Based upon the response of participants, all the 13 hypotheses were tested and the 

results represented. By interpreting the results of correlational analysis, it is concluded that 

frequency of mutilated word and content/function word, and text difficulty as measured by p-

values have a significant correlation with item difficulty in C-Test items. However, text 

difficulty as p-value has a significant correction because this measure of text difficulty is based 

on the difficulty of individual C-Test items within a text. Therefore, it should have correlation 

with item difficulty. The other variables had no significant correlation with item difficulty in 

this study. 

     ANOVA was used to analyze the effect of word class with eight levels as mentioned above, 

on item difficulty. It showed that there were significant differences among the mean difficulties 

of different word classes. Hence, Verbs and adjectives were harder to reconstruct for 

participants and determiners were easier. 

     Multiple regression was used to assess the ability of the 11 independent variables (Number 

of propositions was deleted because of high correlation with sentence length (r=.94) and also 

word class was not used in this analysis) to predict the item difficulty of the C-Test items. The 

result revealed that the 11 independent variable just explain 8% of variance in item difficulties.  

The Beta weights showed that word length has the strongest contribution to item difficulty. 

Next was function/content and third was word frequency. 

       The linear logistic test modeling (LLTM) was used to be sure about the explanation of the 

variance in item difficulty that acquired in the analysis of multiple regression. First, Rasch 

model was used for 100 items to determine whether they fit this model or not. Results showed 

that 36 items did not fit, so after deletion of these 36 items, for 64 items Rasch model was run 

again. After developing the Q-Matrix for 64 items and 11 basic operations (dependency and 

word class were omitted in this analysis), LLTM was run. Two basic operations were deleted 

due to high errors and LLTM was rerun.  The 9 parameters as mentioned earlier were: 1. 

Frequency of mutilated word, 2. Content/function word, 3. Word length, 4. Sentence length, 5. 

Number of propositions, 6. Propositional density, 7. Inflections, 8. Frequency of word before 

the mutilated word, 9. Frequency of word after the mutilated word. 

     The result of this analysis showed that content words, inflections, and the frequency of the 

mutilated word had the greatest impact on item difficulty. Although, there were some other 

parameters but they did not have remarkable effect on item difficulty. Also, LLTM explained 12 

% of variance in item difficulties. 

Conclusions 

As mentioned before, in this study the researcher hypothesized that 13 factors contribute to C-

Test item difficulty. These factors were entered into regression analysis as independent 
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variables to predict C-Test item difficulties. Also, correlational analysis, ANOVA, and LLTM 

were used. So, in the present study we are going to identify which factors make items more 

difficult or easier.  

To determine the effect of the 13 independent variable on item difficulty, the current study was 

conducted. 352 students of several universities of Mashhad and Neyshabour were selected to 

answer 100 items of four C-Test texts. The texts were chosen from CAE (Norris & French, 

2008) and FCE books (Norris, 2008). 

       The results of correlation analysis were as follow: First, the result of this study showed that 

frequency of mutilated word had a significant relationship with the item difficulty. It means that 

if the mutilated word has a high frequency, it will help test takers to answer it better than a low 

frequency word. For instance, the mutilated word „sch……..‟= „school‟ with a high frequency 

(with frequency of „5‟) was easier to answer, but the mutilated word „instr………‟ = 

„instructed‟ with frequency of „3‟was more difficult to answer. Therefore, word frequency 

affects the difficulty of each item. 

     Moreover, whether the mutilated words are function or content words can affect the item 

difficulty. If the mutilated word is a content word, it is harder to answer. For example, 

„students‟ as a content word was more difficult to answer than „into‟ as a function word. In 

addition, there was a significant correlation between text difficulty as measured by p-values 

with item difficulty in C-Test items. Text difficulty as p-value is based on the difficulty of 

individual C-Test items within a text, and it is clear that it has a significant correlation with the 

item difficulty. Finally, analyzing eight word classes illustrated that „verbs‟ and „adjectives‟ 

were more difficult to answer in C-Tests and „determiners‟ were easier.  

      Whereas, the other 9 independent variables had no significant correlation with item 

difficulties in C-Tests. These variables were: (1) word length, (2) sentence length, (3) the 

number of propositions in the sentence where the C-Test item is, (4) the propositional density of 

the sentence where the C-Test item is, (5) inflections, (6) text difficulty as measured by Lexile, 

(7) item dependency, (8) frequency of the word before the mutilated word, (9) the frequency of 

the word after the mutilated word.  

     And the result of the linear logistic test model (LLTM, Fischer, 1973) was almost the same 

as correlational analysis. LLTM showed that Andersen‟s likelihood ratio test (Andersen, 1973) 

showed that all 100 items do not fit the Rasch model. As mentioned in chapter 4, graphical 

model check revealed that 36 out of 100 items were misfitting. So, 36 misfitting item were 

deleted, and then the Rasch model was estimated again. A Q-Matrix for the 64 remaining items 

and the 11 basic parameters was developed. They were: (1) frequency of mutilated word, (2) 

function/content words, (3) word length, (4) sentence length, (5) number of proposition, (6) 

propositional density, (7) text difficulty (Lexile), (8) inflections, (9) frequency of  word before 

the mutilate word, (10) frequency of   word after  the mutilated word, (11) text difficulty (P-

value or difficulty of each super-item or passage). 

       LLTM analysis illustrated high errors for two parameters named „Inflections‟ and „text 

difficulty‟ (P-value or difficulty of each super-item or passage). Hence, they were omitted and 

LLTM was estimated again with the other 9 basic parameters. The results revealed that the 9 

independent variables all together explained 12% of variance in item difficulties. In general, 

based on findings of correlational analysis and LLTM it is concluded that frequency of 

mutilated word, content/function word, and text difficulty as measured by p-values had a 

significant contribution to item difficulty in C-Test items. According to the result of the LLTM 

model, content words, inflections, and the frequency of the mutilated word had the greatest 

impact on item difficulty.  
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     The findings of this study revealed that the 13 factors that we selected only explained a small 

portion of the variance in C-Test item difficulties. Some of these factors were already in the 

literature and some were added by the researcher i.e., whether the words are content or function 

words, the length of the mutilated word, the number of propositions in the sentence where the 

gap is, the propositional density (of the sentence where the gap is),  text difficulty ( as measured 

by Lexile) (www.lexile.com), the frequency of the word before the mutilate word,  the 

frequency of the word after the mutilate word. The researcher included all the possible factors 

which deemed to affect C-Test item difficulty. No construct identification study on C-Test has 

so far covered as many number of factors as included in this study. Nevertheless, the portion of 

the variance explained, i.e. 12%, is rather small considering the number of factors that were 

entered into the analysis.  

       One reason for the observed findings is that test takers may use different skills and 

strategies to answer C-Test items. Therefore, explaining item difficulties with a number of 

factors for all the test takers is not possible. According to Sigott (2004), C-Tests have a fluid 

construct. He argued that the construct underlying the C-Test changes as a function of person 

ability and text difficulty; That is, a C-Test could measure different things for different 

examinees. If the fluid construct phenomenon is true, explaining and modeling item difficulty in 

C-Test is very difficult if not impossible. However, researchers in future must think of other 

additional relevant factors that might contribute to item difficulty. 

     Another issue that must be given attention is that correlation is sensitive to restrictions of 

range. That is, when the range of the measured variables is small, the correlation coefficients are 

depressed. Our analysis suffered from this problem. Almost all of our independent variables 

such as word frequency, content/function, etc. suffered from range restrictions. Frequency was 

measured on scale from 1 to 5 and content/function was dichotomous with only two values, 1 

and 2. Therefore, the small correlations we observed in this study are partly due to the small 

range of the variable. 

     Thus, different levels of proficiency cause different interpretations for C-Test scores because 

“the same C-Test passage could well be different tests for subjects at different levels of 

proficiency…without [the test user] knowing to what extent different aspects of the construct 

are reflected in the individual test scores” (Sigott, 2004, p.203). If FCP is true then it is very 

difficult to understand what factors make C-Test items hard. Consequently, while answering the 

C-Test item different factors may influence the difficulty of each item and it would be hard to 

find out the exact reason why an item becomes easy or hard. 

The findings of this study may have some hints and implications for the other researchers. In the 

present study, the effect of 13 independent variables on item difficulty in C-Test items were 

investigated. In material and test development, it is crucial to find out which factors make an 

item easier or more difficult. In fact, what makes a test or task hard can guide teachers and 

material developers for ideal use of the tasks.   

     According to Grotjahn and Stemmer (2002), C-Tests are based on a variation of the cloze 

principle and thus have the same basic theoretical assumptions, but many of EFL teachers and 

educators do not know the similarities and differences of cloze tests and C-Tests. The results of 

the current research showed that a C-Test can be used to test knowledge of vocabulary and we 

cannot measure reading or grammar through such tests. So, C-Tests can be used as a vocabulary 

test at schools for different levels and as a vocabulary tasks in course books. It is important that 

C-Tests measures the exact thing that we want. For instance, if it is a vocabulary test, it should 

test the knowledge of vocabulary or if it is a grammar test, it should test the knowledge of 

grammar, etc. 

http://www.lexile.com/
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     Moreover, by reviewing the literature, it is found that C-Tests can measures crystalized 

intelligence (Baghaei & Tabatabaee, 2015). Crystallized intelligence is the ability to use 

“culturally approved, previously acquired problem solving methods” (Hunt, 2000, p. 127) and 

represents abilities that result from education and experience (Baghaei & Tabatabaee, 2015, p. 

47). In general, it should be noted that different abilities and intelligences can affect the way test 

takers answer the test and based on their ability their answers would be different. 

 

Suggestions for Further Research 
 

The researcher suggests the following areas for further research related to the difficulty of C-

Test items.  

 According to Sigott (2004), fluid nature of C-Test construct may influence the C-Test 

scores interpretations. So, it should be considered as a crucial aspect of C-Tests for test 

scoring.  

  Also, further studies should deal with the effect of paragraphs and text on C-Test item 

difficulty with the vast number of variables because in the present study the focus was on the 

gap-level. 

 Moreover, The 13 independent variables all together explained 12% of variance in item 

difficulties. For this reason, more research is needed to identify what the exact factors are and 

how they affect item difficulty based on the gap-level. 

  Other important consideration is that some researchers believe C-Test is a kind of 

general language proficiency test (Eckes & Grotjahn, 2006; Klein-Braley, 1985; Sigott, 

1995) and the other point out that it is a vocabulary test (Chapelle, 1994; Singleton and Little, 

1991) or a grammar test (Babaii and Ansary, 2001). With regard to the present study, the 

researcher concluded that C-Test can be a vocabulary test. However it still needs more 

investigation. 

  Besides, the current study did not deal with ESL or ESP students so they can be 

examined using the same design procedures as same as EFL learners. 
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